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Recent studies have found considerable individual variation in language comprehenders' predictive behaviors, as
revealed by their anticipatory eye movements during language comprehension. The current study investigated
the relationship between these predictive behaviors and the language and literacy skills of a diverse, communi-
ty-based sample of young adults. We found that rapid automatized naming (RAN) was a key determinant of
comprehenders' prediction ability (e.g., as reflected in predictive eye movements to a WHITE CAKE on hearing
“The boy will eat the white…”). Simultaneously, comprehension-based measures predicted participants' ability
to inhibit eyemovements to objects that shared featureswith predictable referents butwere implausible comple-
tions (e.g., as reflected in eye movements to a white but inedible WHITE CAR). These findings suggest that the ex-
citatory and inhibitory mechanisms that support prediction during language processing are closely linked with
specific cognitive abilities that support literacy. We show that a self-organizing cognitive architecture captures
this pattern of results.
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1. Introduction

Prediction iswidely documented across studies of language compre-
hension (e.g., Altmann & Kamide, 1999; DeLong, Urbach, & Kutas, 2005)
and figures prominently in theoretical approaches to language process-
ing (e.g., Dell & Chang, 2014; Elman, 1990; Federmeier, 2007; Levy,
2008; Pickering & Garrod, 2013, 2014). Prior work indicates that lan-
guage comprehenders are able to generate expectations about future
linguistic input and outcomes, and launch predictive behaviors (e.g.,
eye movements) on the basis of these expectations. In the current
study, we investigated individual differences in these behaviors, and
their relationship with comprehenders' language and literacy skills.
Our aims were threefold: (1) to examine predictive behaviors across a
range of the skill continuum; (2) to explore potential determinants of
comprehenders' prediction ability, including differences in the activa-
tion and inhibition of linguistic outcomes; and (3) to examine the cog-
nitive mechanisms that support prediction. We investigated these
questions in a diverse, community-based sample of young adults with
considerable variation in their language and literacy skills, as deter-
mined through an extensive battery of cognitive measures.
De Montfort University, The
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Influences of predictability on language comprehension have long
been recognized. For example, Rayner and Well (1996; see also
Ehrlich & Rayner, 1981; Smith & Levy, 2013) found that comprehenders
read a word like “contents,” a high probability completion of “The post-
man opened the package to inspect its…,” faster in this context than a
word like “packing,” a lowprobability completion. Thus, comprehenders
more readily activated more predictable words. In a closely related
study using event-related potentials, DeLong et al. (2005) found that
when high and low probability sentence completions differed in their
articles (e.g., “The day was breezy so the boy went outside to fly a
kite/an airplane”), low probability articles (i.e., “an,” preceding the low
probability noun completion, “airplane”) elicited a larger N400 compo-
nent, typical of semantic anomalies, than high probability articles.

The visual world paradigm (Cooper, 1974; Tanenhaus,
Spivey-Knowlton, Eberhard, & Sedivy, 1995), in which listeners hear
spoken language about a visual display, has also been used to study pre-
diction in language comprehension. Altmann and Kamide (1999)
showed that listeners hearing “The boy will eat…,” while viewing a
scenewith a CAKE and various inedible objects launched eyemovements
to the CAKE upon hearing “eat.” Thus, comprehenders were able to pre-
activate CAKE, and pre-orient their attention to it, on the basis of the
verb eat's selectional restrictions before “cake” was explicitly referred
to. Similar effects have been reported across a range of visual world
studies (for a review see Kamide, 2008), and across a range of ages
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(2-year-olds: Mani & Huettig, 2012; 6-year-olds: Nation, Marshall, &
Altmann, 2003; 3- to 10-year-olds: Borovsky, Elman, & Fernald, 2012;
adolescents: Borovsky, Burns, Elman, & Evans, 2013). Moreover, these
predictive behaviors have been hypothesized to play a critical role in
real-time processing (e.g., Levy, 2008), learning (e.g., Elman, 1990),
and production (e.g., Dell & Chang, 2014; Pickering & Garrod, 2013,
2014).

More recently, considerable variation in comprehenders' predictive
eye movements has been observed in the visual world paradigm.
Mani and Huettig (2012) found that 2-year-olds, like adults (e.g.,
Almann & Kamide, 1999), launched more eye movements to a CAKE

when hearing “The boy eats the big…” than “The boy sees the big…”.
However, children's prediction ability was positively correlated with
their productive vocabulary size. Alternatively, Borovsky et al. (2012)
found that comprehenders' prediction ability was positively correlated
with their receptive vocabulary size, a pattern observed in both adults
and younger comprehenders. Relatedly, Mani and Huettig (2014)
found that 8-year-olds' prediction ability was positively correlated
with a particular aspect of literacy:word, but not pseudo-word, reading.
Finally, Mishra, Singh, Pandey, and Huettig (2012) observed an even
more dramatic pattern among high and low literates: while they
found clear evidence for prediction in high literates, they found no evi-
dence for prediction in the eye movement patterns of low literates.

Individual differences in predictive behaviors have also been ob-
served during reading (e.g., Ashby, Rayner, & Clifton, 2005) and have
been linked to learning outcomes (e.g., Karuza, Farmer, Fine, Smith, &
Jaeger, 2014; Misyak, Christiansen, & Tomblin, 2010). Taken together,
these results support a close link between prediction-driven behaviors
andmeasures of language and literacy skill, such that skilled individuals
are better able to generate expectations about future linguistic input
and outcomes, and launch predictive eye movements on the basis of
these expectations.

A variety of claims have been made about the source of these indi-
vidual differences in comprehenders' predictive behaviors. Huettig
and colleagues (Mani & Huettig, 2012, 2014; Mishra et al., 2012) have
highlighted various links: for example, Mishra et al. surmise that accu-
mulation of reading experience may “fine-tune” processes that are in-
volved in prediction. Specifically, reading development may boost
comprehenders' knowledge (e.g., of statistics that are predictive of lin-
guistic outcomes) and/or their speed of processing (e.g., allowing them
tomake gains in reading fluency) in ways that bear on prediction. How-
ever, Mishra et al. did not assess these abilities of their participants, so
their data speak only indirectly to these hypotheses. Relatedly, Mani
and Huettig (2014) argue that the acquisition of orthographic represen-
tations across reading development may “sharpen” comprehenders'
lexical representations, enabling faster retrieval of lexical information
to support prediction (see also Perfetti & Hart, 2002). Finally, Mani
and Huettig (2012) argue that individual differences in prediction may
stem from variability specific to comprehenders' production skill (e.g.,
as reflected in their productive vocabulary size), consistent with the
claim that prediction depends on processes integral to production
(e.g., Dell & Chang, 2014; Pickering & Garrod, 2013, 2014).

Alternatively, capacity-based approaches (e.g., Just & Carpenter,
1992) have classically linked comprehenders' performance in various
aspects of sentence processing to working memory capacity. This
approach assumes that comprehenders have a limited pool of working
memory resources available to support processing. Individual
differences are assumed to stem from variability in the size of
comprehenders' pools of resources; comprehenders with more re-
sources are better able to support processing than comprehenders
with fewer resources. Consistent with this view, measures of working
memory capacity (e.g., sentence span; Daneman & Carpenter, 1980)
have been shown to correlatewith various aspects of performance. Sim-
ilarly, an alternative explanation of the patterns observed by Borovsky
et al. (2012), Mani and Huettig (2012, 2014), and Mishra et al. (2012)
is that skilled individuals may have a larger pool of working memory
resources available to support prediction (e.g., for discussion, see
Traxler, 2014). While no direct measure of working memory capacity
(e.g., sentence span) was included in these studies, working memory
capacity has been shown to correlatewith themeasures that these stud-
ies did investigate (e.g., Van Dyke, Johns, & Kukona, 2014). In addition,
Huettig and Janse (2016) recently found that comprehenders with
greaterworkingmemory capacityweremore likely to launch predictive
eyemovements on the basis of gender-marked articles (e.g., Dutch “het”
vs. “de”). Nevertheless, pervasive correlations among various cognitive
measures, and the inclusion of only one or a handful of measures in
prior studies, poses a challenge for understanding the determinants of
comprehenders' prediction ability.

Thus far, we have highlighted research that focuses on one aspect of
prediction: the activation of predictable outcomes. Recently, Kukona,
Cho, Magnuson, and Tabor (2014) also addressed a related component,
the inhibition of implausible outcomes. They demonstrated that local
lexical (e.g., adjective) constraints interfered with prediction, drawing
comprehenders' eye movements away from predictable outcomes.
They found that undergraduate listeners hearing “The boy will eat
the white…,” while viewing a scene with a WHITE CAKE, BROWN CAKE, WHITE

CAR, and BROWN CAR, fixated the WHITE CAKE (white, and edible) most. How-
ever, they also fixated the “competitor” WHITE CAR (white, but inedible)
more than the distractor BROWN CAR. Similarly, Kukona, Fang, Aicher,
Chen, and Magnuson (2011) found that undergraduate listeners hearing
“Tobywill arrest the…,”while viewing a scenewith a CROOK, POLICEMAN, un-
related distractors, and a recurring character named “Toby,” fixated
the CROOK (a good patient of arrest) most, but also fixated the
“competitor” POLICEMAN (a good agent but not patient of arrest) more
than distractors. These findings yield a critical insight into the mecha-
nisms of prediction:while plausible outcomes are activatedmost, implau-
sible outcomes that share features with the plausible target are also
activated.

In this respect, prediction operates similarly to other cognitive oper-
ations that are governed by the principle of “global matching” (e.g.,
Clark & Gronlund, 1996), wherein partially matching representations
are simultaneously activated, creating interference for identifying a cor-
rect target. Related interference effects have been observed at multiple
linguistic levels, including phonological (e.g., rhyme effects; e.g.,
Allopenna, Magnuson, & Tanenhaus, 1998), lexical (e.g., lexical ambigu-
ity resolution; Swinney, 1979; neighborhood effects; Mirman &
Magnuson, 2009), syntactic (e.g., Bicknell, Levy, & Demberg, 2010;
Konieczny, Müller, Hachmann, Schwarzkopf, & Wolfer, 2009;
Konieczny, Weldle, Wolfer, Müller, & Baumann, 2010; Tabor,
Galantucci, & Richardson, 2004; Van Dyke & Lewis, 2003) and semantic
(e.g., Van Dyke, 2007; Van Dyke &McElree, 2006, 2011). Simultaneous-
ly, comprehenders' ability to inhibit partially matching representations
has also been hypothesized to be crucial to skilled language comprehen-
sion (e.g., Gernsbacher & Faust, 1991).

Kukona et al. (2014) argue that the dynamic interplay between bot-
tom-up activation of and inhibition among targets, feature-overlapping
competitors, and unrelated distractors during anticipation can best be
explained by positing a self-organizing cognitive architecture (e.g.,
Kukona & Tabor, 2011; Tabor & Hutchins, 2004). Building on language
processing models such as the Interactive activation model of letter
and word recognition (McClelland & Rumelhart, 1981) and TRACE
(McClelland & Elman, 1986), they implemented a self-organizing artifi-
cial neural network that addressed the specific relationship between
spoken language comprehension and eye movements in the visual
world paradigm. Such an architecture assumes that (1) individual per-
ceptual inputs activate lower-level representations that compete for
dominance, and (2) competitive dynamics among these lower-level
representations drive the activation of higher-level representations
that best satisfy the combinatorial constraints of the input.

Thus, in the hypothesis of Kukona et al. (2014), mental representa-
tions of both the WHITE CAKE and WHITE CAR are activated by “white” in
the speech stimulus, while WHITE CAKE competes with, and ultimately



1 Participants in the current studywere a subset of thosewho participated in Braze et al.
(2016).
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dominates, WHITE CAR due to inhibition between the WHITE CAR and the
more strongly activated WHITE CAKE. This architecture is “self-organizing”
in that feedback interactions among the lower-level representations
allow the system to ultimately reject the partially (mis)matching com-
petitor and converge on a coherent response (i.e., prediction) to the
input. Moreover, the architecture can be called self-organizing in that
there is no overarching “controller.” So, while representations that
only partially match the input will become activated, structure will
emerge because inhibition among the incompatible representations
will cause the “best” representations to thrive and other representations
to diminish. Thus, self-organization predicts that participants will acti-
vate the WHITE CAKE even before they have heard “cake” (i.e., due to sup-
port for the WHITE CAKE representation from both “eat” and “white”).
However, it also predicts that participants will transiently activate com-
petitors (e.g., WHITE CAR) that are supported by the input locally (e.g., the
word “white”) but not globally (e.g., the phrase “eat the white…”). The
framework thus accounts for the dynamic interplay of excitatory and in-
hibitory processes on the activation of candidate representations and
concomitant behaviors.

In summary, prediction has received considerable attention in re-
cent psycholinguistic research. There are nowmany studies, using a va-
riety of research techniques (eye movements over print, event-related
potentials, the visual world paradigm), which strongly support the exis-
tence of predictive processes during language comprehension. More-
over, studies examining individual differences in comprehenders'
predictive eye movements also point to a close link between prediction
and language and literacy skill. A complete account of the language sys-
tem must thus be able to explain variability in comprehenders' predic-
tion ability. However, extant studies have left unresolved questions
about the key (sub)skills that enable some comprehenders, but not
others, to predict; rather, they have used largely non-overlapping sets
of skill measures (e.g., receptive vocabulary: Borovsky et al., 2012; liter-
acy: Mishra et al., 2012; pseudo-word reading: Mani & Huettig, 2014;
productive vocabulary: Mani & Huettig, 2012), which make compari-
sons and generalizations difficult.

In the current study, we investigated individual differences in the
predictive eye movements of a community-based sample of 16- to 24-
year-old young adults, including many with low literacy skills. Most
psychology and psycholinguistic studies are based on university stu-
dents, which entails a restricted range of language and literacy skills to-
ward the upper end of the distribution. By contrast, prior research has
documented considerable variation in the language and literacy skills
of comprehenders in the population from which the current sample is
drawn (e.g., Braze, Tabor, Shankweiler, & Mencl, 2007; Braze et al.,
2011, 2016; Kuperman & Van Dyke, 2011, 2013; Magnuson et al.,
2011; Shankweiler et al., 2008; VanDyke et al., 2014), especially in com-
parison to typical undergraduate samples. As in this previous work, our
participants completed an extensive battery ofmeasures that quantified
their abilities along various dimensions, many of them implicated in
comprehension processes (e.g., vocabulary, pseudo-word reading,
etc.). In addition, they completed a visual world eye tracking study,
which assessed their prediction ability in the context of a spoken sen-
tence comprehension task. Motivated by our interest in self-organiza-
tion (e.g., Kukona et al., 2014), we examined comprehenders' ability
to both activate predictable outcomes and inhibit implausible outcomes.
Our visual world task was based on Kukona et al. (2014):
comprehenders heard sentences like “The boy will eat the white
cake,” while viewing visual arrays with objects like a WHITE CAKE, BROWN

CAKE, WHITE CAR, and BROWN CAR (see Fig. 1). Comprehenders' eye move-
ments to targets like WHITE CAKE before hearing the word “cake” were
considered a measure of their prediction ability, and their eye move-
ments to competitors like WHITE CAR provided a measure of their ability
to inhibit implausible outcomes that shared features with predictable
referents.

This design allowed us to assess potential determinants of
comprehenders' prediction ability, to explore possible mechanisms
supporting prediction, and to distinguish among a number of theoreti-
cal possibilities. For example, the capacity-based view (e.g., Just &
Carpenter, 1992) predicts effects of working memory capacity on pre-
diction: comprehenders with larger capacities should showmore accu-
rate or potentially faster predictive behaviors (e.g., as reflected in
predictive eye movements to the WHITE CAKE) than comprehenders
with smaller capacities. By contrast, the experience-based view of
Mishra et al. (2012) predicts effects of reading experience on prediction:
comprehenders with greater experience (and potentially, greater
knowledge of statistics that are predictive of linguistic outcomes)
should show enhanced predictive effects. This approach may also pre-
dict effects of speed of processing on prediction; Mishra et al. have sug-
gested that limits on processing speedmay limit comprehenders' ability
to predict, such that less speedy individuals should showweaker effects.
Alternatively, findings from prior research with other groups predict ef-
fects of vocabulary size (e.g., Borovsky et al., 2012; Mani & Huettig,
2012) and/or word reading (Mani & Huettig, 2014) on prediction:
comprehenders with larger vocabularies and/or greater word reading
skill should show enhanced predictive effects. Consistent with this pre-
diction, Braze et al. (2007) found that vocabularywas a key determinant
of literacy skills in the current population.With regard to the inhibition
of competitors, the prior work of Gernsbacher and colleagues (e.g.,
Gernsbacher & Faust, 1991), who have shown that less skilled
comprehenders are less able to suppress irrelevant, inappropriate, and
interfering information, predicts that less skilled comprehenders should
show larger interference effects (e.g., as reflected in eye movements to
the WHITE CAR). Finally, our extensive battery allowed us to evaluate po-
tentially spurious relations between skill and prediction, which could
stem from shared variance among skill measures.

2. Experiment

We investigated the relationship between comprehenders' predic-
tive behaviors and their language and literacy skills. Participants com-
pleted both a visual world eye tracking study (e.g., hearing sentences
such as “The boy will eat the white…,” while viewing a scene with a
WHITECAKE, BROWNCAKE, WHITECAR, and BROWNCAR) and an extensive battery
of skill measures.

2.1. Method

2.1.1. Participants
77 English native speakers participated for $15 per hour.1 Partici-

pants were recruited via presentations, ads, posters, and/or flyers in
community colleges and other public locations. All participants scored
at 70% or above on the Fast Reading subtest of the Stanford Diagnostic
Reading Test, fourth edition (Karlson & Gardner, 1995), and none had
a diagnosed reading or learning disability. The performance of individ-
uals in this sample on reading ability tasks was well below the levels
typically seen in university students (e.g., see the grade-equivalent
scores in Table 1).We excluded a total of 7 participants (N=70): 5 par-
ticipants with an IQ of 70 or below and 2 participantswithmissing data.

2.1.2. Materials
Our visual world materials were based directly on Kukona et al.

(2014). Each of our 16 unique sentences (e.g., “The boy will eat the
white/brown cake;” for the full set of sentences, see Appendix 1 of
Kukona et al., 2014) was associated with a verb-predicted target
(e.g., cake), a non-verb-predicted competitor (e.g., car), two color adjec-
tives (e.g., white/brown), and a visual display with four clip-art objects,
which reflected the crossing of the target and competitor objects with
the color adjectives (see Fig. 1). The experiment used a 2 × 2 design,



Fig. 1. Example visual display from the visual world experiment. Participants heard the example sentence “The boy will eat the white cake.”
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with factors of verb consistency (consistent and inconsistent) and ad-
jective consistency (consistent and inconsistent). For the example sen-
tence “The boy will eat the white cake,” the visual display included a
verb-consistent and adjective-consistent white cake, a verb-consistent
and adjective-inconsistent brown cake, a verb-inconsistent and adjec-
tive-consistent white car, and a verb-inconsistent and adjective-incon-
sistent brown car. Thus, participants always heard predictable
sentences, and all four conditions were represented in each visual dis-
play. Half of participants heard one of the adjectives (e.g., “white”),
while the other half heard the other adjective (e.g., “brown”). Partici-
pants heard each of the 16 unique sentences frames once across the ex-
periment. Adjectives, object locations, and sentence orders were
randomized for each participant. The visual world studywas completed
after the skill measures.

2.1.3. Procedure
We used an SR Research EyeLink II head-mounted eye tracker, sam-

pling at 500Hz. Participantswere instructed to use the computermouse
to click on the object described in each sentence. Participants began tri-
als by clicking on a centralfixation cross. The onset of the visual stimulus
preceded the onset of the spoken stimulus by 500 ms. Trials ended
when participants clicked on an object. The experiment began with
four practice trials with feedback, and was approximately 15 min in
length.

2.1.4. Individual difference measures
Our battery included over two-dozen measures, which assessed a

range of language and cognitive skills. The battery was composed of
standardized assessments that have beenwidely used in clinical and ed-
ucational settings, and/or the psycholinguistics literature. Each of the
measures is described briefly below, and further details (e.g., adminis-
tration, validity, reliability, etc.) are provided in Braze et al. (2007,
2011, 2016), Kuperman and Van Dyke (2011, 2013), Magnuson et al.
(2011), and Van Dyke et al. (2014).

The battery focused on several key skills: reading and listening com-
prehension, vocabulary, decoding, reading fluency, rapid automatized
naming (RAN), phonological skills, and print experience, with several
measures of each. Reading comprehension was assessed via the Gates-
MacGinitie Reading Tests, fourth edition (GM; MacGinitie, MacGinitie,
Maria, & Dreyer, 2000), odd numbered items of the Peabody Individual
Achievement Test-Revised (PIAT; Markwardt, 1998), the passage com-
prehension subtest of the Woodcock-Johnson-III Tests of Achievement
(WJ;Woodcock, McGrew, &Mather, 2001), and the fast reading subtest
of the Stanford Diagnostic Reading Test, fourth edition (SDRT; Karlson &
Gardner, 1995). Listening comprehension was assessed via even num-
bered items of the PIAT and the oral comprehension subtest of the WJ.
Vocabulary was assessed via the Peabody Picture Vocabulary Test-Re-
vised (Dunn & Dunn, 1997) and the vocabulary subtest of theWechsler
Abbreviated Scale of Intelligence (Wechsler, 1999). Decoding words
(W) was assessed via the sight word efficiency subtest of the Test of
Word Reading Efficiency (TOWRE; Torgesen, Wagner, & Rashotte,
1999) and the letter-word identification subtest of theWJ, and decoding
nonwords (NW) was assessed via the phonemic decoding efficiency
subtest of TOWRE and the word attack subtest of the WJ.

In addition, oral reading fluency was assessed via three passages
from the Gray Oral Reading Test, fourth edition (Wiederholt & Bryant,
2001) and silent reading fluency with the relevant subtest of the WJ.
RAN was assessed via the rapid color, digit, and letter naming subtests
of the Comprehensive Test of Phonological Processing (CTOPP;
Wagner, Torgesen, & Rashotte, 1999). Finally, phonological skills were
assessed via tests of phonological awareness (CTOPP: elision and blend-
ing words) and phonological memory (CTOPP: memory for digits and
non-word repetition), and print experience was assessed via recogni-
tion of authors and magazines (based on Cunningham & Stanovich,
1990).

Additional measures assessed the following general cognitive capac-
ities: working memory (based on Daneman & Carpenter, 1980), visuo-
spatial memory (Corsi Blocks; Berch, Krikorian, & Huha, 1998; Corkin,
1974), and matrix reasoning (WASI; Wechsler, 1999). Finally, our bat-
tery also included the anti-saccade task (Hallett, 1978), in which partic-
ipantsmade eyemovements either towards (Saccade accuracy) or away
(Anti-saccade accuracy) peripheral targets.



Table 1
Means, standard deviations, ranges, and maximum possible scores for the individual dif-
ference measures. Grade-equivalent scores are also reported for the PIAT and WJ
measures.

Measure M SD Range Max

1. Reading GM 28.93 9.14 8–46 48
2. Reading PIAT 26.46 7.24 7–41 41

Grade 6.43 2.86 2–13 –
3. Reading SDRT 13.47 6.88 1–30 30
4. Reading WJ 33.40 3.62 26–42 47

Grade 7.89 3.97 3.10–19 –
5. Listening PIAT 27.51 7.05 11–40 41

Grade 6.84 2.76 2.30–13 –
6. Listening WJ 22.81 4.16 9–32 34

Grade 10.57 5.57 2–18 –
7. Vocab PPVT 153.20 20.62 107–191 204
8. Vocab WASI 40.04 9.25 21–64 66
9. Decoding W TOWRE 86.63 11.62 57–104 104
10. Decoding W WJ 61.80 5.68 49–75 76

Grade 8.80 3.51 4–19 –
11. Decoding NW TOWRE 39.70 14.20 7–63 63
12. Decoding NW WJ 24.00 5.22 13–32 32

Grade 8.00 4.59 2.50–19 –
13. Fluency GORT 19.43 6.90 2–30 30
14. Fluency WJ 64.47 14.08 42–98 98

Grade 10.06 3.98 4.70–19 –
15. RAN colors 40.30 9.33 28–88 –
16. RAN digits 23.22 4.39 15–37 –
17. RAN letters 25.47 5.34 17–46 –
18. Phonological awareness 81.47 15.63 55–115 150
19. Phonological memory 94.13 11.66 64–118 150
20. Print authors 2.07 2.82 −6–10 80
21. Print magazines 4.90 4.31 −2–14 80
22. Working memory 37.77 9.57 8–55 60
23. Visuospatial memory 4.92 1.00 3.10–7.20 9
24. Matrix reasoning 25.77 3.74 18–34 35
25. Saccade accuracy 0.96 0.04 0.78–1.00 1.00
26. Anti-sacc accuracy 0.85 0.12 0.48–1.00 1.00
27. IQ 88.30 11.18 72–123 –
28. Age 19.68 2.43 16.34–24.83 –
29. Years of education 11.23 0.92 9–13 –

Note. N = 70. GM = Gates-MacGinitie Reading Tests, fourth edition (MacGinitie et al.,
2000); GORT = Gray Oral Reading Test, fourth edition (Wiederholt & Bryant, 2001);
SDRT = Stanford Diagnostic Reading Test, fourth edition (Karlson & Gardner, 1995);
TOWRE= Test of Word Reading Efficiency (Torgesen et al., 1999); PIAT= Peabody Indi-
vidual Achievement Test-Revised (Markwardt, 1998); WJ = Woodcock-Johnson-III Tests
of Achievement (Woodcock et al., 2001); and WASI = Wechsler Abbreviated Scale of In-
telligence (Wechsler, 1999). W = word; NW= nonword.
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2.2. Results

2.2.1. Descriptive summary of individual difference measures
Means, standard deviations, and ranges for eachmeasure are report-

ed in Table 1. We also include descriptive summaries of full-scale IQ
(computed from the WASI vocabulary and matrix reasoning subtests),
age, and years of education, and grade-equivalent scores for the PIAT
and Woodcock-Johnson-III measures. Simple correlations among the
measures are reported in Table 2. For all measures except the RANmea-
sures, higher scores reflect better performance and lower scores worse
performance.
2 The current analyses differed from Kukona et al. (2014) in two critical respects. First,
the use of difference scores allowedus to remove consistency (i.e., as a predictor) from our
models, thus simplifying the interpretation of the individual differences effects (neverthe-
less, our models also tested for “main” effects of consistency as the intercept term, and re-
vealed a similar pattern to Kukona et al., 2014). Second, the analysis windows spanned a
larger time period, thus maximizing potential between-participants variability
(i.e., individual differences).
2.2.2. Composite measures
Our test battery included multiple measures of several key skills,

whichwe used to generate composites scores. These are: comprehension
(measures 1–8 in Tables 1 and 2), decoding andfluency (9–14),RAN (15–
17), phonological skills (18–19), and print experience (20–21). Our com-
posites were generated based on both theoretical and empirical consid-
erations. Generally, the sets ofmeasures that were includedwithin each
composite were designed to assess similar theoretical constructs, typi-
cally via similar tasks. Additionally, the results of Braze et al. (2016)
are especially relevant: CFA/SEM was used to address factor structure
in a subset of individual differencemeasures on a superset of individuals
(N = 283), both relative to the current study. Two important conclu-
sions emerged from their analysis. First, the vocabulary measures at
hand were not distinct from the listening comprehension measures
(also see Protopapas, Simos, Sideridis, & Mouzaki, 2012; Tunmer &
Chapman, 2012). Second, the listening and reading comprehension fac-
tors also showed poor discriminant validity, supporting our decision to
collapse them into a single construct in the current study. Alternatively,
other work indicates that while measures of decoding skill and oral
reading fluency show some evidence of separation, their discriminant
capacity is rather low (Protopapas, Sideridis, Mouzaki, & Simos, 2007;
Schwanenflugel et al., 2006; Tilstra, McMaster, Van den Broek,
Kendeou, & Rapp, 2009). In the current study, our decoding and fluency
measures also similarly required participants to read words, nonwords,
and/or sentences accurately and fluently, and they showed considerable
shared variance, supporting our decision to collapse them into a single
construct. Finally, we also carried out an exploratory factor analysis on
the current set of measures. It too revealed a pattern of association
amongmeasures that closely reflects the alignment of measures to con-
structs that we have adopted here (see Appendix A).

We generated composites by averaging standardized scores on each
measure; composites were then re-standardized before subsequent
analysis. For all composites including the RAN composite, higher scores
reflect better performance and lower scores worse performance (i.e.,
the RAN measures were first transformed by subtracting participants'
scores from the maximum observed score). Table 3 shows correlations
among the composites (1–5) and additional simple measures (6–10)
that are used in our eye movement analyses.
2.2.3. Eye movement analyses
Mean (SE) proportions of fixations to each object are plotted from

the onset of the verb in Fig. 2. Eye movements were synchronized to
the onset of each word (these varied across trials due to differences in
word durations for different items; thus, the zero time points show
data at the word onsets across all trials). We use the labels WHITE CAKE,
BROWN CAKE, WHITE CAR and BROWN CAR, and the example sentence “The
boy will eat the white cake,” to distinguish the objects, although all 16
trials presented to participants were included in our analyses. In order
to address the activation of predicted targets (e.g., WHITE CAKE), we com-
pared eye movements to verb-consistent objects (e.g., cakes). Our anal-
ysis window spanned the onset of “the” to the onset of “cake” (i.e.,
immediately preceding the direct object noun), and excluded eye
movements launched prior to the onset of “the,” encompassing the pe-
riod when we expected predictive effects to emerge. For each partici-
pant, we computed difference scores2 by subtracting the mean
proportions fixations to the adjective-inconsistent BROWN CAKE from the
adjective-consistent WHITE CAKE across the window, aggregated over all
items. Positive difference scores (maximum possible = 1.00) indicate
more fixations to the WHITE CAKE, negative difference scores (minimum
possible=−1.00) indicate more fixations to the BROWN CAKE, and scores
of zero indicate no difference between the WHITE CAKE and BROWN CAKE.
The mean difference score for WHITE CAKE vs. BROWN CAKE was 0.06
(range = −0.14–0.24; SD= 0.09).

In order to address the inhibition of implausible competitors (e.g.,
WHITE CAR), we also compared eye movements to the verb-inconsistent
objects (e.g., cars). However, up to the onset of “cake” (and even
through the offset of the sentence), the average proportions of fixations
to the WHITE CAR and BROWNCAR differed to a much smaller degree than to
the WHITE CAKE and BROWN CAKE (compare the purple vs. green curves to



Table 2
Correlations among the individual difference measures.

Measure 1. 2. 3. 4. 5. 6. 7. 8. 9. 10. 11. 12. 13. 14. 15. 16. 17. 18. 19. 20. 21. 22. 23. 24. 25.

1. Reading GM
2. Reading PIAT 0.62
3. Reading SDRT 0.71 0.59
4. Reading WJ 0.75 0.61 0.73
5. Listening PIAT 0.57 0.75 0.52 0.60
6. Listening WJ 0.71 0.66 0.69 0.72 0.62
7. Vocab PPVT 0.71 0.81 0.77 0.76 0.77 0.76
8. Vocab WASI 0.67 0.62 0.71 0.74 0.68 0.70 0.76
9. Decoding W TOWRE 0.65 0.47 0.60 0.61 0.39 0.42 0.57 0.57
10. Decoding W WJ 0.71 0.66 0.71 0.74 0.52 0.55 0.73 0.70 0.79
11. Decoding NW TOWRE 0.59 0.42 0.52 0.58 0.32 0.47 0.48 0.47 0.78 0.74
12. Decoding NW WJ 0.50 0.46 0.44 0.55 0.37 0.36 0.45 0.42 0.68 0.70 0.83
13. Fluency GORT 0.67 0.60 0.66 0.65 0.45 0.47 0.65 0.55 0.76 0.82 0.74 0.68
14. Fluency WJ 0.66 0.47 0.84 0.64 0.50 0.60 0.62 0.64 0.67 0.67 0.61 0.51 0.67
15. RAN colors −0.23 −0.14 −0.12 −0.10 −0.05 −0.19 −0.05 −0.11 −0.38 −0.16 −0.32 −0.24 −0.20 −0.23
16. RAN digits −0.48 −0.33 −0.42 −0.43 −0.21 −0.33 −0.34 −0.30 −0.70 −0.52 −0.64 −0.52 −0.51 −0.44 0.53
17. RAN letters −0.39 −0.23 −0.32 −0.35 −0.11 −0.30 −0.23 −0.23 −0.57 −0.43 −0.55 −0.45 −0.46 −0.40 0.59 0.83
18. Phonological awareness 0.61 0.57 0.51 0.59 0.55 0.52 0.63 0.63 0.50 0.60 0.57 0.54 0.47 0.48 −0.13 −0.37 −0.26
19. Phonological memory 0.41 0.47 0.38 0.43 0.36 0.32 0.38 0.37 0.34 0.39 0.32 0.37 0.35 0.29 0.00 −0.31 −0.14 0.39
20. Print authors 0.48 0.42 0.72 0.55 0.37 0.46 0.59 0.54 0.51 0.56 0.40 0.32 0.54 0.60 0.03 −0.43 −0.27 0.37 0.19
21. Print magazines 0.17 0.23 0.35 0.30 0.36 0.36 0.37 0.36 0.23 0.27 0.25 0.20 0.28 0.38 0.11 0.00 0.06 0.12 0.01 0.51
22. Working memory 0.56 0.38 0.42 0.48 0.40 0.41 0.47 0.50 0.50 0.51 0.44 0.47 0.43 0.42 −0.07 −0.28 −0.21 0.54 0.34 0.38 0.18
23. Visuospatial memory 0.34 0.36 0.29 0.26 0.27 0.17 0.22 0.13 0.31 0.37 0.46 0.39 0.42 0.25 −0.24 −0.33 −0.21 0.32 0.46 0.11 −0.05 0.18
24. Matrix reasoning 0.61 0.64 0.41 0.62 0.60 0.50 0.59 0.50 0.35 0.49 0.43 0.42 0.37 0.35 −0.17 −0.34 −0.29 0.65 0.41 0.29 0.16 0.46 0.32
25. Saccade accuracy 0.21 0.16 0.07 0.13 0.18 0.10 0.15 0.03 0.14 0.21 0.34 0.30 0.26 0.14 −0.16 −0.25 −0.20 0.15 0.07 −0.06 0.07 0.10 0.24 0.25
26. Anti-sacc accuracy 0.31 0.18 0.08 0.12 0.11 0.21 0.14 0.18 0.25 0.24 0.21 0.12 0.12 0.12 −0.31 −0.31 −0.24 0.23 0.17 −0.01 −0.09 0.10 0.16 0.26 0.16

Note. |r| ≥ .24, p b .05; |r| ≥ .31, p b .01; |r| ≥ .39, p b .001.
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Table 3
Correlations among the composite measures.

Measure 1. 2. 3. 4. 5. 6. 7. 8. 9.

1. Comprehension
2. Decoding & fluency 0.75
3. RAN 0.33 0.56
4. Phonological skills 0.68 0.60 0.28
5. Print experience 0.56 0.50 0.11 0.24
6. Working memory 0.53 0.53 0.21 0.53 0.32
7. Visuospatial
memory 0.30 0.42 0.30 0.47 0.04 0.18

8. Matrix reasoning 0.65 0.46 0.30 0.64 0.26 0.46 0.32
9. Saccade accuracy 0.15 0.27 0.23 0.13 0.00 0.10 0.24 0.25
10. Anti-sacc accuracy 0.19 0.20 0.33 0.24 −0.06 0.10 0.16 0.26 0.16

Note. |r| ≥ .24, p b .05; |r| ≥ .31, p b .01; |r| ≥ .39, p b .001.
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the red vs. blue curves in Fig. 2). In order to better capture the pattern
among competitors, and to allow for greater individual differences in
fixations to the WHITE CAR and BROWN CAR (preliminary analyses revealed
that this difference was reliable but much smaller prior to the onset of
“cake” compared to after it), we used a later analysis window for com-
petitors. This competitor analysis window spanned the onset to the off-
set of “cake,” and excluded eye movements launched prior to the onset
of “cake.” For each participant, we computed difference scores by
subtracting themean proportions of fixations to the adjective-inconsis-
tent BROWN CAR from the adjective-consistent WHITE CAR across the win-
dow, aggregated over all items. Positive difference scores indicate
more fixations to the WHITE CAR, negative difference scores indicate
more fixations to the BROWNCAR, and scores of zero indicate no difference
between the WHITE CAR and BROWN CAR. The mean difference score for
WHITE CAR vs. BROWN CAR was 0.05 (range = −0.07–0.21; SD= 0.05)

We submitted difference scores in both the CAKE conditions and the
CAR conditions to two sets of linear regression analyses (“lm” in R). In
the first set of simple linear regression analyses (“Single predictor
models”), we submitted difference scores to separate models for each
of the 10 individual difference measures under consideration (see
Table 3). (For completeness, we also report parallel Single predictor
models for all the individual difference measures [see Tables 1 and 2],
and not just the composites, in Appendix B.) Primarily, this first set of
analyses allowed us to compare the current results to prior studies ex-
amining closely related skills in isolation of the other measures in our
battery. Models included only one individual difference measure as a
predictor. In the second set of linear regression analyses (“Multiple pre-
dictormodels”), we submitted difference scores tomodels that simulta-
neously included all of the 10 individual difference measures under
consideration (see Table 3). The second set of analyses allowed us to
Fig. 2.Mean proportions of fixations (shaded bands show SE) to the verb-consistent and
adjective-consistent WHITE CAKE, verb-consistent and adjective-inconsistent BROWN CAKE,
verb-inconsistent and adjective-consistent WHITE CAR, and verb-inconsistent and
adjective-inconsistent BROWN CAR conditions during the example sentence “The boy will
eat the white cake.” Fixations were resynchronized at the onset of each word, and
extend to their mean offset.
address whether particular skills were unique predictors of our eye
movement patterns. These models included all of the individual differ-
ence measures as predictors. All continuous measures were converted
to standard scores (M=0, SD=1), and we report βs for each term. Fi-
nally, the intercept term in ourmodels assessedwhether therewas a re-
liable difference between WHITE CAKE vs. BROWNCAKE or WHITE CAR vs. BROWN

CAR for an “average” comprehender (i.e., with a standardized score of
zero on each measure).

2.2.4. Single predictor models
The analyses of difference scores in the verb-consistent cake condi-

tions revealed a reliable intercept across all models (all ts N 5.13, all
ps b .001), revealing reliably more eye movements to the WHITE CAKE

than BROWN CAKE for individuals with average scores on each skill mea-
sure. Similarly, the analyses of difference scores in the verb-inconsistent
car conditions revealed a reliable intercept across all models (all
ts N 7.91, all ps b .001), revealing reliably more eye movements to the
WHITE CAR than BROWN CAR for an “average” comprehender. Effects of
each of our individual differencemeasures are reported in Table 4. To il-
lustrate the pattern of results, regression fits are plotted in Fig. 3. Anal-
yses of eye movements to the verb-consistent cakes revealed reliable
effects of four measures (Comprehension, Decoding & fluency, RAN,
and Matrix Reasoning), such that more skilled individuals (with higher
scores) showed a larger WHITE CAKE vs. BROWN CAKE advantage than less
skilled individuals (with lower scores) on these measures. Analyses of
eye movements to the verb-inconsistent cars revealed reliable effects
of one individual difference measure (Comprehension), such that less-
skilled individuals showed a larger WHITE CAR vs. BROWN CAR advantage
than more skilled individuals. These single predictor models provide
us a point of comparison with prior research (for parallel analyses of
all the individual difference measures, and not just the composites, see
Appendix B.). However, only RAN (in predicting the WHITE CAKE vs.
BROWN CAKE advantage) survives a Bonferroni correction for multiple
comparisons (p b .05/10 measures = .005), converging with our multi-
ple predictor models.

2.2.5. Multiple predictor models
We also addressed whether particular skills uniquely predicted our

eye movement patterns. Multiple predictor models are reported in
Table 5. Examination of kappa (b10) and the variance inflation factor
(b5) indicated that multicollinearity was not a problem in our models.
The analyses of difference scores in the verb-consistent cake conditions
revealed a reliable effect of RAN, such that more skilled individuals
(with higher scores) showed a largerWHITECAKE vs. BROWNCAKE advantage
than less skilled individuals (with lower scores) on this measure (i.e.,
closely resembling its corresponding single predictor model). The anal-
yses of difference scores in the verb-inconsistent car conditions re-
vealed a reliable effect of comprehension and RAN, such that better
Table 4
Regression results for the single predictor simple linear regression analyses with the com-
posite measures. Each β reflects a separate regression model.

White vs. brown cake White vs. brown car

βa SEa t p βa SEa t p

1. Comprehension 2.51 1.07 2.35 b .05 −1.39 0.59 −2.37 b .05
2. Decoding & fluency 2.79 1.06 2.64 b .05 −0.44 0.61 −0.73 .47
3. RAN 3.69 1.02 3.62 b .001 0.82 0.60 1.36 .18
4. Phonological skills 2.10 1.08 1.94 .06 −0.65 0.61 −1.08 .28
5. Print experience 1.13 1.10 1.02 .31 −0.42 0.61 −0.70 .49
6. Working memory 1.46 1.10 1.33 .19 −0.47 0.61 −0.78 .44
7. Visuospatial memory 2.14 1.08 1.97 .05 0.32 0.61 0.53 .60
8. Matrix reasoning 2.48 1.07 2.31 b .05 −0.85 0.60 −1.41 .16
9. Saccade accuracy 1.62 1.09 1.48 .14 −0.16 0.61 −0.27 .79
10. Anti-sacc accuracy 1.87 1.09 1.72 .09 −0.37 0.61 −0.61 .54

a β and SE values ×10−2.



Fig. 3. Scatterplots showing the relationship between each composite measure (x-axis) and differences in proportions of fixations (y-axis) to the verb-consistent WHITE CAKE minus BROWN

CAKE (A–J) and verb-inconsistent WHITE CAR minus BROWN CAR (K–T). Lines represent regression fits from the single predictor models (*p b .05; **p b .01; ***p b .001).
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comprehenders showed a smaller WHITE CAR vs. BROWN CAR advantage
than poor comprehenders (i.e., closely resembling its corresponding
single predictor model), while conversely individuals with better RAN
performance showed a larger WHITE CAR vs. BROWN CAR advantage than
those with lower RAN scores.

3. General discussion

3.1. Activation of predictable outcomes

In the current study, we investigated relations between
comprehenders' prediction ability and their language and literacy skills.
Our results are compatiblewith prior research in two critical ways: first,
we observed clear predictive effects, such that comprehenders on aver-
age generated expectations about future linguistic input and outcomes,
and launched predictive eye movements on the basis of these
Table 5
Regression results for themultiple predictor linear regression analyseswith the composite
measures. The βs for white vs. brown cake reflect one regression model, and the βs for
white vs. brown car reflect a second regression model.

White vs. brown cake White vs. brown car

βa SEa t p βa SEa t p

(Intercept) 5.62 1.06 5.32 b .001 4.79 0.59 8.18 b .001
Comprehension 0.99 2.15 0.46 .65 −2.54 1.19 −2.13 b .05
Decoding & fluency −0.72 2.15 −0.33 .74 −0.25 1.19 −0.21 0.83
RAN 2.99 1.40 2.13 b .05 1.63 0.78 2.09 b .05
Phonological skills −0.10 1.77 −0.06 .96 0.43 0.98 0.44 .66
Print experience 0.45 1.41 0.32 .75 0.76 0.78 0.98 .33
Working memory 0.02 1.36 0.02 .99 0.21 0.76 0.28 .78
Visuospatial
memory 0.85 1.29 0.66 .51 0.59 0.72 0.83 .41

Matrix reasoning 0.66 1.60 0.41 .68 −0.16 0.89 −0.18 .86
Saccade accuracy 0.55 1.16 0.47 .64 −0.19 0.64 −0.3 .77
Anti-sacc accuracy 0.51 1.17 0.43 .67 −0.46 0.65 −0.72 .48

a β and SE values ×10−2.
expectations; and second,we observed systematic variation across indi-
viduals in the magnitude of these effects. While skilled individuals (i.e.,
as broadly reflected in their comprehension, decoding & fluency, RAN,
andmatrix reasoning skills) hearing “The boywill eat thewhite…” gen-
erated expectations about, and launched eye movements to, the WHITE

CAKE (much like the undergraduate sample from Kukona et al., 2014),
less skilled comprehenders showed much weaker effects. Our results
extend the pattern previously observed in university undergraduates
to a community-based sample of young adults who fall along a broad
swath of the language and literacy skills continuum (vs. college students
who represent amore restricted range of skill; e.g., see the grade-equiv-
alent scores in Table 1).

Our (white vs. brown cake) single predictormodels revealed a num-
ber of specific individual difference patterns that are consistent with
prior findings. We observed a positive relationship between prediction
ability and both the comprehension composite (see Fig. 3A), which in-
cluded vocabulary skill as a component (see Borovsky et al., 2012;
Mani & Huettig, 2012), and the decoding & fluency composite (see Fig.
3B), which included word reading as component (see Mani & Huettig,
2014). Finally, we also observed effects of RAN (see Fig. 3C) and matrix
reasoning (see Fig. 3H), and marginal effects of phonological skills (see
Fig. 3D), visuospatial memory (see Fig. 3G), and anti-sacc accuracy (see
Fig. 3J). These results fromour single predictormodels suggest a link be-
tween prediction and language and literacy skill. At the same time, our
various skill measures were highly intercorrelated, indicating a consid-
erable degree of shared variance (see Tables 2 and 3). Consequently,
some of our effects – and similarly related effects in prior research –
could reflect spurious relations between some skill measures and pre-
diction-related behaviors. For example, Matrix reasoning was reliably
correlatedwith every other compositemeasure, suggesting that its rela-
tion to prediction-related eye movement behaviors could be a merely
incidental function of these various associations. Ourmultiple predictor
model allowed us to address this issue and gain new insight into the
more plausible determinants of comprehenders' prediction ability.
That model revealed that only RAN uniquely accounted for individual
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variation in prediction ability, as reflected in the activation of the pre-
dictable target (correcting for multiple comparisons among the single
predictor models revealed a similar pattern, with only RAN falling
below the threshold).

The current study is the first to investigate the relation between
rapid automatized naming and prediction, and to reveal that rapid nam-
ing (i.e., the RAN composite) is a key determinant of comprehenders'
prediction ability. Our results reveal that individuals who perform bet-
ter on RAN are better able to launch predictive eye movements on the
basis of their expectations about future linguistic input. In the standard-
ized rapid naming tasks used in our study, participants were presented
with a 4 × 9 grid of items (digits, letters, or colored squares for each
task), and they were instructed to say the name of each item as quickly
as possible in a left-to-right, top-to-bottom serial order (Wagner et al.,
1999). Research on reading development has shown that rapid naming
is among a small number of “measures that most consistently predict
future reading difficulty in English” (Norton & Wolf, 2012, p. 439). For
example, Scarborough (1998) found that rapid object naming perfor-
mance in Grade 2 predicted reading skills in Grade 8.

Currently, there is a lack of consensus regarding what RAN is a mea-
sure of. One possibility is that rapid naming taps into comprehenders'
generalized speed of processing (e.g., Catts, Gillispie, Leonard, Kail, &
Miller, 2002; Kail &Hall, 1994). Catts et al. (2002) showed that response
times inmotor, visual, lexical, grammatical, and phonological tasks (i.e.,
aimed at assessing domain general speed of processing) patterned with
rapid object naming in explaining reading achievement in children.
Thus, one interpretation of the current findings is that comprehenders'
generalized speed of processing provides considerable constraint on
their prediction ability. Undoubtedly, speed is crucial to prediction:
not only does prediction require comprehenders to generate expecta-
tions about future input and outcomes, but it also requires them to do
so in a timely fashion (i.e., before the input/outcomes of interest are re-
vealed). Given the rapid pace with which spoken language unfolds, our
findings thus suggest that deficits in comprehenders' generalized speed
of processingmay limit their ability to generate expectations in a timely
fashion may (e.g., within the few hundred millisecond lifetime of an
unfolding word like “white;” see also Huettig & Janse, 2016; Mishra et
al., 2012). In contrast, Norton and Wolf (2012) have argued that rapid
naming taps into “a microcosm of the processes involved in reading”
(p. 427), including comprehenders' “ability to automate both the indi-
vidual linguistic and perceptual components and the connections
among them in visually presented serial tasks” (p. 430). Thus, another
interpretation of the current findings is that comprehenders' ability to
automate linguistic processes may constrain their prediction ability.
Nevertheless, this perspective also likely entails closely related con-
straints on comprehenders' speed of processing.

In the current study, we used sentence materials that are quite typ-
ical of visual world prediction studies (e.g., involving constraints from a
verb and another linguistic element; e.g., Borovsky et al., 2012; Kamide,
Altmann, &Haywood, 2003; Kukona et al., 2011). As in prior studies, our
materials involved a simple and frequent (e.g., subject-verb-object)
construction. Consequently, the current individual difference results
may be specific to simple and frequent linguistic inputs. Nevertheless,
we did not find evidence that comprehenders were at ceiling perfor-
mance with these materials (e.g., such that all participants uniformly
predicted the target, eliminating our ability to detect individual differ-
ences); rather, our results suggest that there was considerable individ-
ual variation in eye movements (e.g., difference scores ranged
between−0.14 and 0.24 for WHITE CAKE vs. BROWN CAKE, out of a possible
range of −1.00 to 1.00). At the same time, the current materials were
more complex than those used in many prior individual differences
studies; for example, while prediction in the current study depended
on two linguistic elements (i.e., verb plus adjective), in Mani and
Huettig (2012, 2014), Mishra et al. (2012), and Huettig and Janse
(2016), predictions could be made on the basis of a single element
(e.g., a verb or gender-marked particle, adjective or article). In this
regard, the current study allows us to assess individual differences in
sentence-level prediction based on multiple linguistic elements (see
also Borovsky et al., 2012).

Finally, our results also bear on a number of other theoretical predic-
tions. The current study also investigated the potential relation of work-
ing memory capacity to prediction, measured using the sentence span
task (e.g., Daneman & Carpenter, 1980) that is pervasive in the sentence
processing literature. Our results suggest thatworkingmemory capacity
is not a reliable predictor of prediction ability. Thus, these results pro-
vide no evidence in support of a capacity-based account of prediction
(e.g., Just & Carpenter, 1992), or for the claim that workingmemory ca-
pacity is an important limiting factor in language comprehension (see
also Van Dyke et al., 2014 for a similar finding). By contrast, while
Borovsky et al. (2012) and Mani and Huettig (2012) found that (e.g.,
3- to 10-year-old and 2-year-old) comprehenders' vocabularies were
more robust predictors, the comprehension composite was not reliable
in our (white vs. brown cake)multiple predictor model. This discrepan-
cy may stem from differences in our participants, or developmental
changes in the relationship. Alternatively, the apparent instability of
this correlation (note that prediction abilitywas also unrelated to recep-
tive vocabulary in 2-year-olds; Mani & Huettig, 2012) suggests that it
may depend on its shared variance with another variable, like rapid
naming (which was not assessed in prior studies). On the other hand,
we did find an effect of the comprehension composite on the inhibition
of implausible competitors; this may suggest a more nuanced relation-
ship betweenvocabulary andprediction,whichwediscuss below. Final-
ly, while a reliable relation between word reading skill and prediction
abilitywas observed both here (i.e., as reflected in the decoding& fluen-
cy composite) and in Mani and Huettig (2014), the results of our multi-
ple predictor model suggests that this may also depend on its shared
variance with another variable, like rapid naming.

In summary, these data support the idea that speedier processing of
lower-level linguistic detail (potentially via the automation of these
processes; e.g., Norton & Wolf, 2012) promotes prediction of higher-
level (e.g., combinatorial/sentential) outcomes by allowing for speedier
computations (e.g., of predictions/expectations), such that speed of pro-
cessing serves as a key determinant of comprehenders' prediction abil-
ity (see also Perfetti & Hart, 2002). Moreover, by examining a range of
skills, these data highlight the key contribution of speed, rather than
knowledge per se (e.g., Borovsky et al., 2012; Mani & Huettig, 2012;
Mani & Huettig, 2014), in anticipation. However, by no means do our
data rule out a role for knowledge in anticipation; in fact, our results
also reveal a close connection between comprehension skill and the in-
hibition of implausible competitors, which we turn to next.
3.2. Inhibition of implausible competitors

In addition to examining individual differences in comprehenders'
ability to activate predictable outcomes, we also examined their ability
to inhibit implausible outcomes that share some features with predict-
able referents. Consistent with Kukona et al. (2014), we observed
clear interference effects from competitor objects in the visual display:
on average, comprehenders hearing “The boy will eat the white…” fix-
ated the improbable competitor (e.g.,white but inedible) WHITECARmore
than the distractor BROWN CAR. This study is the first to reveal skill-based
individual differences in these effects: our multiple predictor model re-
vealed that both the comprehension and RAN composites accounted for
unique variance in comprehenders' ability to inhibit the WHITE CAR. On
the one hand, skilled comprehenders (see Fig. 3K) showed less interfer-
ence (e.g., a smaller WHITE CAR vs. BROWN CAR advantage) than their less
skilled counterparts, suggesting that theywere better able to inhibit im-
plausible competitors. On the other hand, skilled individuals on RAN
(e.g., see Table 5) showedmore interference than their less skilled coun-
terparts, suggesting that they were less able to inhibit implausible
competitors.
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The pattern we observed with the comprehension composite sug-
gests that individuals withmore robust high-level comprehension skills
are better able to inhibit implausible outcomes that share some features
with predictable referents. This claim is consistent with previous find-
ings reported by Gernsbacher and colleagues (Gernsbacher, 1993;
Gernsbacher & Faust, 1991; Gernsbacher & Robertson, 1995). For exam-
ple, Gernsbacher and Faust (1991) found that skilled comprehenders
were better able to suppress the inappropriate meanings of homo-
phones than less skilled comprehenders. They asked participants to
read sentences like “He had lots of patients,” in which the sentence-
final word was a homophone (e.g., “patients” and “patience”), and to
decide whether a probe word like “CALM” (which was related to this
homophone's inappropriate meaning) matched the sentence's mean-
ing. When “CALM” was presented immediately after the sentence-
final word, all comprehenders were slow to reject “CALM” (vs. a control
sentence like “He had lots of students”). However, when the probe was
delayed by 1000ms, only less skilled comprehenders continued to show
this pattern. Gernsbacher and colleagues argue that “suppression” is a
general cognitive mechanism that actively dampens irrelevant, inap-
propriate, and interfering information (e.g., the inappropriate meaning
of a homophone; or a competing non-antecedent entity during anaphor
resolution, as in Gernbacher, 1989). Moreover, they argue that skilled
comprehenders have more efficient suppression mechanisms, allowing
them to suppress the activation of “CALM” by the delayed time point.

The current results suggest that suppression mechanisms are not
only important for the processing of homophony, but also for the pre-
diction of linguistic outcomes. Indeed, variability in the efficiency of
these mechanisms also appears to impact comprehenders' ability to
suppress irrelevant, inappropriate, and interfering outcomes. Long and
De Ley (2000) have also provided evidence that suppression is a strate-
gic process, which comprehenders can suspendwhen relevant (e.g., un-
dergraduate comprehenders were shown to not suppress nonreferents
during dialogue processing, when there was considerable back-and-
forth among referents). These data are compatiblewith the strategic na-
ture of suppression: all of our sentences referred to predictable out-
comes, and thus suppressing non-predictable outcomes provided a
reasonable strategy in the current context.

On the other hand, the patternwe observedwith RAN suggests a kind
of tradeoff: rapid and automatic activation of information seems to facili-
tate prediction, as reflected in the activation of targets (see Fig. 3C), but
also simultaneously drives the activation of competitors that share some
features with the target (see Table 5). This latter pattern is reminiscent
of Borovsky et al. (2013), who reported no evidence for interference
from competitor objects in adolescents with SLI. They found that both
SLI and typically developing (TD) listeners hearing “The dog chases…,”
while viewing a scene with a target CAT, competitor SHIP (which might
be chased by a subject like pirate but not dog), and other distractors, fix-
ated the CATmost. However, while TD listeners fixated the competitor SHIP

more than distractors, SLI listeners showed no such effect. Similarly, we
observed less interference in less skilled individuals on RAN. Although
Borovsky and colleagues suggest that this may be due to limitations in
cognitive resources of less skilled individuals, our findings do not support
this claim. Rather, our data suggest that bottom-up interference depends
on the rapid and automatic activation of lexical information, and that this
interference may be reduced for individuals who are less speedy and/or
automatic in activating this information.

3.3. Self-organization

Finally, our interest in the inhibition of implausible competitors again
derives from the predictions of self-organization (e.g., Kukona & Tabor,
2011; Kukona et al., 2014; Tabor & Hutchins, 2004). Self-organization as-
sumes that competitive dynamics among lower-level representations
drives the activation of higher-level representations. Critically, these dy-
namics are predicted to give rise to interference effects from competitor
objects. In other words, comprehenders are predicted to activate
representations (e.g., WHITE CAR) that are supported by the input “locally”
(e.g., the word “white”) but not “globally” (e.g., the phrase “eat the
white…”). Recent computationalwork by Kukona et al. (2014) also yields
insight into individual differences in these effects. They implemented a
self-organizing artificial neural network that modeled language compre-
hension in the visual world paradigm. It was trained to launch eyemove-
ments to visual objects that were referred to in its language input; for
example, it was trained to activate WHITE CAKE when it heard “Eat [the]
white cake.” The network was “self-organizing” in that bidirectional con-
nections among the network's (output) nodes allowed the system to con-
verge on a coherent response to its input (e.g., “fixating” relevant visual
objects). Across training, the network showed the following pattern:
early on, interference from competitor objects was robust and prediction
weak, but later on, interference was weak and prediction robust. Under
the assumption that language skill (e.g., speed of processing/automaticity,
or high-level comprehension) is dependent on experience (i.e., that the
model late in training is analogous to a skilled individual), the network's
behavior across training closely models the observed relation between
prediction and inhibition, and the current pattern of individual differences
(excepting RAN as it relates to WHITE CAR vs. BROWN CAR). Nevertheless, fu-
ture computational work might also aim to address the effects of specific
cognitive (sub)skills in prediction, rather than the effect of experience
and/or training more generally. Helpfully, the currently results suggest
that certain aspects of experience are more likely to be connected to pre-
diction than others, such as those related to speed of processing, automa-
tion and/or comprehension (e.g., in contrast, measures related to print
experience and working memory showed no relationship with predic-
tion, even in our single predictor models). In this regard, Magnuson et
al. (2011) have recently modeled individual differences in spoken word
recognition (as reflected in the visual world paradigm) using a closely re-
lated self-organizing model, TRACE. They showed that competitor effects
closely depended on lateral inhibition within the model.

Self-organization provides three further insights into these data. First,
self-organization is a very general framework: self-organizing models,
which converge on coherent sets of behaviors via feedback interactions,
have addressed phenomena ranging from syntactic parsing (Tabor &
Hutchins, 2004) to rhyme effects (e.g., Magnuson et al., 2011; see also re-
lated phenomenon outside of human cognition, e.g., Gordon, 2010; Keller
& Segel, 1970; Marée & Hogeweg, 2001). Thus, self-organization may
offer a unifying framework for capturing interactions between interfer-
ence and language and literacy skill in a range of domains, including
those investigated here and by Gernsbacher and colleagues. Second,
self-organization may also offer a new perspective on the key role of in-
hibitory mechanisms in language comprehension. A critical assumption
of self-organization is that all structure at all levels (e.g., phonological, lex-
ical, syntactic, discourse, etc.) emerges from activation and inhibition (or
suppression) dynamics. While self-organization predicts the diffuse acti-
vation of representations that only partially match the input, it also
predicts that inhibition among these representationswill drive the activa-
tion of the “best” representation, rather than a cacophony of activation.
Thus, evenpredictive behaviors are assumed to depend on (lateral) inhib-
itory connections among competing outcomes in the self-organizing net-
work described by Kukona et al. (2014). Consequently, pervasive effects
of inhibition (and deficits in inhibition) on language comprehension, as
observed here and in prior research, are precisely to be expected accord-
ing to self-organization. Third, self-organization also provides a dynamical
extension of accounts of global matching (e.g., Clark & Gronlund, 1996)
that captures (e.g., the time course of) the dynamic interplay between tar-
gets and competitors, and theway that the language system canmaintain
equilibrium in the face of interference. For example, comprehenders on
average demonstrated interference from the WHITE CAR on hearing “The
boy will eat the white…,” but this interference was transient and dimin-
ished over time as participants re-focused their eye movements on the
predictable target (see Fig. 2). Likewise, this dynamic interplay is precisely
to be expected given the activation and inhibition dynamics of self-
organization.
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One potential discrepancy between the current results and the pre-
dictions of self-organization concerns the relative timing of the predic-
tive (i.e., WHITE CAKE) vs. interference (i.e., WHITE CAR) effects. In Kukona
et al.'s (2014) model, these effects emerged concurrently; by contrast,
in the current experiment the predictive effect seemed to precede the
interference effect (i.e., compare the divergence of the red vs. blue
curves to the purple vs. green curves in Fig. 2). In contrast to the predic-
tions of Kukona et al.'s (2014) self-organizing model, this pattern may
suggest that participants are strategically “checking” on competitors,
or that competitors are being primed, after the target has been activated
and/or fixated. Closer examination of only those trials in which partici-
pants were “predicting” (i.e., fixating the target WHITE CAKE by the end of
the WHITE CAKE analysis window) revealed that during the noun (i.e., the
WHITE CAR analysis window) the target WHITE CAKE was fixated in 85% of
trials, the BROWN CAKE in 9%, the competitor WHITE CAR in 14%, and the
distractor BROWNCAR in 2%. In comparison, examination of only those tri-
als in which participants were not “predicting” revealed that during the
noun the target WHITE CAKE was fixated in 83% of trials, the BROWN CAKE in
12%, the competitor WHITE CAR in 21%, and the distractor BROWNCAR in 7%.
Thus, participants' behaviors were similar both in trials in which they
did and did not show evidence of prediction (i.e., presumably, they
would not be “checking” on competitors in the later case), with de-
scending proportions of fixations to the WHITE CAKE, WHITE CAR, BROWN

CAKE, and BROWNCAR. Additionally, therewere numericallymore fixations
to the WHITE CAR in trials in which participants did not vs. did show evi-
dence of prediction; neither pattern would appear consistent with the
hypothesis that fixations to competitors depend on “checking.” Alterna-
tively, this pattern may simply reflect an issue of power: following the
verb, eye movements to verb-inconsistent objects were substantially
lower than to verb-consistent objects, and thus our ability to experi-
mentally detect the competitor effect may similarly be substantially re-
duced (one avenue for future research may be to include a competitor
condition without targets in the visual display).

The alternative approacheswehavehighlighteddonot provide specif-
ic insight into this aspect of our data. For example, one prediction of the
capacity-based approach (e.g., Just & Carpenter, 1992) is that
comprehenders with larger capacities should show greater interference
(e.g., as reflected in more eye movements to the WHITE CAR) due to their
greater capacity to maintain information about multiple referents (see
also Borovsky et al., 2013). We observed no such effect with our memory
measures. Similarly, the experience-based approach of Mishra et al.
(2012) does not directly address the inhibition of irrelevant, inappropri-
ate, or interfering information; however, the claim that prediction is relat-
ed to experience is broadly consistent with self-organization. Thus, while
these approaches are interrelated with (and in some cases partially over-
lap with) self-organization, they do not provide a full account of the cur-
rent findings.

In conclusion,we examined the role of language and literacy skills in
the real-time prediction of linguistic outcomes. We observed consider-
able variation in comprehenders' ability to activate predictable out-
comes, and inhibit implausible outcomes that shared some features
with predictable referents. Our results suggest that this variation may
be causally linked to differences in generalized processing speed (or au-
tomation of these processes) as gauged by measures of Rapid Automa-
tized Naming and to differences in knowledge as reflected in
measures of comprehension skill. These results provide new insight
into the key (sub)skills that enable comprehenders to generate expecta-
tions about future linguistic input and outcomes, and launch predictive
behaviors on the basis of these expectations.
1
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Appendix A

The individual difference measures that were included in our com-
posites were submitted to an exploratory factor analysis with oblimin
rotation and principal axis factoring. Kaiser's K1 rule and the minimum
average partial (MAP) criteria suggested a four-factor solution, which
accounted for 69% of the variance. Pattern matrix loadings are reported
in Table A1.With one exception (Reading SDRT), the reading and listen-
ing comprehension and vocabularymeasures loadedmost strongly onto
the first factor. Likewise, the phonological processing measures (from
the CTOPP) loaded most strongly onto the first factor, although their
loadings on this factor were considerably weaker than all but one of
the previously mentioned comprehension and vocabulary measures.
With one exception (Fluency WJ), the decoding and reading fluency
measures loaded most strongly onto the second factor. By contrast,
the RAN measures loaded most strongly onto the third factor. Finally,
the print experience measures loaded most strongly onto the fourth
factor.

This pattern supports our choice of composite measures. The first
factor in the EFA best aligns with our comprehension composite. Our
decision to retain a separate composite for phonological skills is theoret-
ically motivated and also serves to avoid diluting potential associations
of the general comprehension composite with performance on our ex-
perimental task. The second factor to emerge from the EFA aligns well
with our decoding and fluency composite, the third with our RAN com-
posite, and the fourth with our print experience composite. Additional-
ly, while Reading SDRT and Fluency WJ loaded most strongly onto the
fourth factor (vs. the first and second factors, respectively), their load-
ings are much weaker than those of the print experience measures (in
fact, Reading SDRT loaded nearly as strongly onto the first factor as
the fourth).

This result is broadly consistent with our theoretically motivated
grouping of the measures (e.g., based on the constructs they were de-
signed to assess) into comprehension, decoding and fluency, RAN, pho-
nological skills, and print experience measures.

Table A1
Standardized factor loadings from the exploratory factor analysis of the individual differ-
ence measures included in the composite measures. The highest loading for each individ-
ual difference measure is indicated in bold.
1
 2
 3
 4
. Reading GM
 0.62
 0.14
 0.21
 0.06
. Reading PIAT
 0.87
 0.08
 0.00
 −0.14
. Reading SDRT
 0.42
 0.05
 0.11
 0.52
. Reading WJ
 0.59
 0.21
 0.05
 0.17
. Listening PIAT
 0.87
 −0.03
 −0.09
 −0.04
. Listening WJ
 0.78
 −0.19
 0.18
 0.16
. Vocab PPVT
 0.83
 0.03
 −0.04
 0.16
. Vocab WASI
 0.69
 0.06
 −0.01
 0.20
. Decoding W TOWRE
 0.05
 0.57
 0.29
 0.20

0. Decoding W WJ
 0.31
 0.61
 0.00
 0.15

1. Decoding NW TOWRE
 −0.05
 0.83
 0.15
 0.07

2. Decoding NW WJ
 0.03
 0.89
 −0.01
 −0.09

3. Fluency GORT
 0.14
 0.62
 0.05
 0.22

4. Fluency WJ
 0.23
 0.20
 0.16
 0.48

5. RAN colors
 0.05
 −0.10
 0.73
 −0.16

6. RAN digits
 0.01
 0.18
 0.76
 0.05

7. RAN letters
 −0.03
 0.04
 0.89
 0.02

8. Phonological awareness
 0.60
 0.30
 0.01
 −0.15

9. Phonological memory
 0.45
 0.25
 −0.03
 −0.20

0. Print authors
 0.06
 0.08
 0.03
 0.76

1. Print magazines
 0.02
 0.10
 −0.26
 0.58
2
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Table A2
Regression results for the single predictor simple linear regression analyses with all
individual difference measures (i.e., not just the composites). Each β reflects a separate
regression model.
1
2
3
4
5
6
7
8
9

1
1

1
1
1
1
1
1
1

1

2
2
2

2

2
2
2

White vs. brown cake
 White vs. brown car
βa
 SEa
 t
 p
 βa
 SEa
 t
 p
. Reading GM
 2.95
 1.05
 2.80
 b .01
 −1.01
 0.60
 −1.69
 .09
. Reading PIAT
 1.09
 1.10
 0.99
 .33
 −1.37
 0.59
 −2.32
 b .05
. Reading SDRT
 2.63
 1.07
 2.46
 b .05
 −0.69
 0.60
 −1.14
 .26
. Reading WJ
 2.64
 1.06
 2.48
 b .05
 −1.16
 0.59
 −1.96
 .05
. Listening PIAT
 1.72
 1.09
 1.58
 .12
 −1.30
 0.59
 −2.21
 b .05
. Listening WJ
 2.62
 1.07
 2.46
 b .05
 −1.10
 0.60
 −1.85
 .07
. Vocab PPVT
 1.82
 1.09
 1.67
 .10
 −1.52
 0.58
 −2.61
 b .05
. Vocab WASI
 1.70
 1.09
 1.56
 .12
 −1.35
 0.59
 −2.30
 b .05
. Decoding W
TOWRE
 2.88
 1.06
 2.73
 b .01
 0.10
 0.61
 0.16
 .87

0. Decoding W WJ
 1.36
 1.10
 1.24
 .22
 −0.32
 0.61
 −0.52
 .60

1. Decoding NW
TOWRE
 3.21
 1.04
 3.08
 b .01
 −0.33
 0.61
 −0.54
 .59

2. Decoding NWWJ
 2.20
 1.08
 2.04
 b .05
 −0.94
 0.60
 −1.57
 .12

3. Fluency GORT
 1.22
 1.10
 1.11
 .27
 −0.44
 0.61
 −0.73
 .47

4. Fluency WJ
 3.73
 1.02
 3.68
 b .001
 −0.39
 0.61
 −0.64
 .52

5. RAN colors
 −2.70
 1.06
 −2.55
 b .05
 −1.34
 0.59
 −2.27
 b .05

6. RAN digits
 −3.94
 1.00
 −3.92
 b .001
 −0.39
 0.61
 −0.64
 .53

7. RAN letters
 −3.03
 1.05
 −2.88
 b .01
 −0.43
 0.61
 −0.70
 .48

8. Phonological
awareness
 1.64
 1.09
 1.50
 .14
 −0.81
 0.60
 −1.35
 .18

9. Phonological
memory
 1.86
 1.09
 1.71
 .09
 −0.28
 0.61
 −0.46
 .65

0. Print authors
 1.25
 1.10
 1.14
 .26
 −0.75
 0.60
 −1.23
 .22

1. Print magazines
 0.71
 1.11
 0.64
 .52
 0.01
 0.61
 0.01
 .99

2. Working
memory
 1.46
 1.10
 1.33
 .19
 −0.47
 0.61
 −0.78
 .44

3. Visuospatial
memory
 2.14
 1.08
 1.97
 .05
 0.32
 0.61
 0.53
 .60

4. Matrix reasoning
 2.48
 1.07
 2.31
 b .05
 −0.85
 0.60
 −1.41
 .16

5. Saccade accuracy
 1.62
 1.09
 1.48
 .14
 −0.16
 0.61
 −0.27
 .79

6. Anti-sacc
accuracy
 1.87
 1.09
 1.72
 .09
 −0.37
 0.61
 −0.61
 .54
a β and SE values ×10−2.

Appendix B

Single predictor models for all the individual difference measures
(i.e., not just the composites). The analyses of difference scores in the
verb-consistent cake conditions revealed a reliable intercept across all
models (all ts N 5.11, all ps b .001). Similarly, the analyses of difference
scores in the verb-inconsistent car conditions revealed a reliable inter-
cept across all models (all ts N 7.90, all ps b .001). Effects of each of our
individual difference measures are reported in Table A2.
References

Allopenna, P. D., Magnuson, J. S., & Tanenhaus, M. K. (1998). Tracking the time course of
spoken word recognition using eye movements: Evidence for continuous mapping
models. Journal of Memory and Language, 38(4), 419–439.

Altmann, G. T. M., & Kamide, Y. (1999). Incremental interpretation at verbs: Restricting
the domain of subsequent reference. Cognition, 73, 247–264.

Ashby, J., Rayner, K., & Clifton, C. (2005). Eye movements of highly skilled and average
readers: Differential effects of frequency and predictability. The Quarterly Journal of
Experimental Psychology Section A, 58(6), 1065–1086.

Berch, D. B., Krikorian, R., & Huha, E. M. (1998). The Corsi block-tapping task: Methodo-
logical and theoretical considerations. Brain and Cognition, 38(3), 317–338.

Bicknell, K., Levy, R., & Demberg, V. (2010). Correcting the incorrect: Local coherence ef-
fects modeled with prior belief update. Proceedings of the 35th annual meeting of the
Berkeley Linguistics Society (pp. 13–24). Berkeley, CA: Berkeley Linguistics Society.

Borovsky, A., Elman, J., & Fernald, A. (2012). Knowing a lot for one's age: Vocabulary skill
and not age is associated with the timecourse of incremental sentence interpretation
in children and adults. Journal of Experimental Child Psychology, 112(4), 417–436.

Borovsky, A., Burns, E., Elman, J. L., & Evans, J. L. (2013). Lexical activation during language
comprehension in adolescents with history of specific language impairment. Journal
of Communication Disorders, 46, 413–427.

Braze, D., Tabor, W., Shankweiler, D. P., & Mencl, W. E. (2007). Speaking up for vocabu-
lary: reading skill differences in young adults. Journal of Learning Disabilities, 40(3),
226–243.
Braze, D., Mencl, W. E., Tabor, W., Pugh, K., Constable, R. T., Fulbright, R. K., ... Shankweiler,
D. P. (2011). Unification of sentence processing via ear and eye: An fMRI study.
Cortex, 47, 416–431.

Braze, D., Katz, L., Magnuson, J. S., Mencl, W. E., Tabor, W., Van Dyke, J. A., ... Shankweiler,
D. P. (2016). Vocabulary does not complicate the simple view of reading. Reading and
Writing, 29(3), 435–451.

Catts, H. W., Gillispie, M., Leonard, L. B., Kail, R. V., & Miller, C. A. (2002). The role of speed
of processing, rapid naming, and phonological awareness in reading achievement.
Journal of Learning Disabilities, 35(6), 510–525.

Clark, S. E., & Gronlund, S. D. (1996). Global matching models of recognition memory:
How the models match the data. Psychonomic Bulletin & Review, 3(1), 37–60.

Cooper, R. M. (1974). The control of eye fixation by the meaning of spoken language: A
new methodology for the real-time investigation of speech perception, memory,
and language processing. Cognitive Psychology, 6(1), 84–107.

Corkin, S. (1974). Serial-ordering deficits in inferior readers. Neuropsychologia, 12,
347–354.

Cunningham, A. E., & Stanovich, K. E. (1990). Assessing print exposure and orthographic
processing skill in children: A quick measure of reading experience. Journal of
Educational Psychology, 82, 733–740.

Daneman, M., & Carpenter, P. A. (1980). Individual differences in working memory and
reading. Journal of Verbal Learning and Verbal Behavior, 19, 450–466.

Dell, G. S., & Chang, F. (2014). The P-chain: relating sentence production and its disorders
to comprehension and acquisition. Philosophical Transactions of the Royal Society B:
Biological Sciences, 369(1634), 20120394.

DeLong, K., Urbach, T., & Kutas, M. (2005). Probabilistic word pre-activation during lan-
guage comprehension inferred from electrical brain activity. Nature Neuroscience, 8,
1117–1121.

Dunn, L. M., & Dunn, L. M. (1997). Peabody picture vocabulary test (3rd ed.). Circle Pines,
MN: American Guidance Services.

Ehrlich, S. F., & Rayner, K. (1981). Contextual effects on word perception and eye move-
ments during reading. Journal of Verbal Learning and Verbal Behavior, 20(6), 641–655.

Elman, J. L. (1990). Finding structure in time. Cognitive Science, 14, 179–211.
Federmeier, K. D. (2007). Thinking ahead: The role and roots of prediction in language

comprehension. Psychophysiology, 44(4), 491–505.
Gernbacher, M. A. (1989). Mechanisms that improve referential access. Cognition, 32,

99–156.
Gernsbacher, M. A. (1993). Less skilled readers have less efficient suppression mecha-

nisms. Psychological Science, 4, 294–298.
Gernsbacher, M. A., & Faust, M. (1991). The mechanisms of suppression: A component of

general comprehension skill. Journal of Experimental Psychology: Learning, Memory,
and Cognition, 17, 245–262.

Gernsbacher, M. A., & Robertson, R. R. (1995). Reading skill and suppression revisited.
Psychological Science, 165–169.

Gordon, D. M. (2010). Ant encounters: Interaction networks and colony behavior. Princeton,
NJ: Princeton University Press.

Hallett, P. E. (1978). Primary and secondary saccades to goals defined by instructions.
Vision Research, 18(10), 1279–1296.

Huettig, F., & Janse, E. (2016). Individual differences in working memory and processing
speed predict anticipatory spoken language processing in the visual world.
Language, Cognition and Neuroscience, 31(1), 80–93.

Just, M. A., & Carpenter, P. A. (1992). A capacity theory of comprehension: Individual dif-
ferences in working memory. Psychological Review, 99, 122–149.

Kail, R., & Hall, L. K. (1994). Processing speed, naming speed, and reading. Developmental
Psychology, 30(6), 949.

Kamide, Y. (2008). Anticipatory processes in sentence processing. Language and
Linguistics Compass, 2(4), 647–670.

Kamide, Y., Altmann, G. T., & Haywood, S. L. (2003). The time-course of prediction in in-
cremental sentence processing: Evidence from anticipatory eye movements. Journal
of Memory and Language, 49(1), 133–156.

Karlson, B., & Gardner, E. (1995). Stanford diagnostic reading test (4th ed.). San Antonio,
TX: Psychological Corp.

Karuza, E. A., Farmer, T. A., Fine, A. B., Smith, F. X., & Jaeger, T. F. (2014). On-line
measures of prediction in a self-paced statistical learning task. In P. Bello, M.
Guarini, M. McShane, & B. Scassellati (Eds.), Proceedings of the 36th annual
conference of the Cognitive Science Society (pp. 725–730). Austin, TX: Cognitive
Science Society.

Keller, E. F., & Segel, L. A. (1970). Conflict between positive and negative feedback as an
explanation for the initiation of aggregation in slime mould amoebae. Nature, 227,
1365–1366.

Konieczny, L., Müller, D., Hachmann, W., Schwarzkopf, S., & Wolfer, S. (2009). Local syn-
tactic coherence interpretation: Evidence from a visual world study. In N. A. Taatgen,
& H. van Rijn (Eds.), Proceedings of the 31st annual conference of the Cognitive Science
Society (pp. 1133–1138). Austin, TX: Cognitive Science Society.

Konieczny, L., Weldle, H., Wolfer, S., Müller, D., & Baumann, P. (2010). Anaphora and local
coherences. In S. Ohlsson, & R. Catrambone (Eds.), Proceedings of the 32nd annual con-
ference of the Cognitive Science Society (pp. 1204–1209). Austin, TX: Cognitive Science
Society.

Kukona, A., & Tabor,W. (2011). Impulse processing: A dynamical systemsmodel of incre-
mental eye movements in the visual world paradigm. Cognitive Science, 35(6),
1009–1051.

Kukona, A., Fang, S., Aicher, K. A., Chen, H., & Magnuson, J. S. (2011). The time course of
anticipatory constraint integration. Cognition, 119, 23–42.

Kukona, A., Cho, P. W., Magnuson, J. S., & Tabor, W. (2014). Lexical interference effects in
sentence processing: Evidence from the visual world paradigm and self-organizing
models. Journal of Experimental Psychology: Learning, Memory, and Cognition, 40(2),
326–347.

http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0005
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0005
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0005
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0010
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0010
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0015
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0015
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0015
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0020
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0020
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0025
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0025
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0025
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0030
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0030
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0030
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0035
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0035
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0035
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0040
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0040
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0040
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0045
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0045
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0050
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0050
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0055
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0055
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0055
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0060
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0060
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0065
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0065
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0065
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0070
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0070
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0075
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0075
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0075
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0080
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0080
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0085
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0085
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0085
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0090
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0090
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0090
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0095
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0095
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0100
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0100
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0105
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0110
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0110
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf8000
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf8000
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0115
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0115
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0120
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0120
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0120
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0125
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0125
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0130
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0130
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf9000
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf9000
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0135
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0135
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0135
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0140
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0140
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0145
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0145
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0150
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0150
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0155
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0155
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0155
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0160
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0160
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0165
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0165
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0165
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0165
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0165
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0170
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0170
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0170
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0175
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0175
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0175
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0175
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0180
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0180
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0180
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0180
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0185
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0185
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0185
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0190
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0190
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0195
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0195
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0195
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0195


84 A. Kukona et al. / Acta Psychologica 171 (2016) 72–84
Kuperman, V., & Van Dyke, J. A. (2011). Effects of individual differences in verbal skills on
eye-movement patterns during sentence reading. Journal of Memory and Language,
65, 45–73.

Kuperman, V., & Van Dyke, J. A. (2013). Reassessing word frequency as a determinant of
word recognition for skilled and unskilled readers. Journal of Experimental Psychology:
Human Performance and Perception, 39(3), 802–823.

Levy, R. (2008). Expectation-based syntactic comprehension. Cognition, 106, 1126–1177.
Long, D. L., & De Ley, L. (2000). Understanding anaphors in story dialogue. Memory &

Cognition, 28(5), 731–738.
MacGinitie, W., MacGinitie, R., Maria, K., & Dreyer, L. (2000). Gates-MacGinitie Reading

Tests (4E). Itasca, IL: Riverside.
Magnuson, J. S., Kukona, A., Braze, B., Johns, C. L., Van Dyke, J., Tabor, W., ... Shankweiler, D.

(2011). Phonological instability in young adult poor readers: Time course measures
and computational modeling. In P. McCardle, B. Miller, J. R. Lee, & O. Tseng (Eds.), Dys-
lexia across languages: Orthography and the brain–gene–behavior link (pp. 184–201).
Baltimore: Paul Brookes Publishing.

Mani, N., & Huettig, F. (2012). Prediction during language processing is a piece of cake —
But only for skilled producers. Journal of Experimental Psychology: Human Perception
and Performance, 38(4), 843–847.

Mani, N., & Huettig, F. (2014). Word reading skill predicts anticipation of upcoming spo-
ken language input: A study of children developing proficiency in reading. Journal of
Experimental Child Psychology, 126, 264–279.

Marée, A. F. M., & Hogeweg, P. (2001). How amoeboids self-organize into a fruiting body:
Multicellular coordination in Dictyostelium discoideum. Proceedings of the National
Academy of Sciences of the United States of America, 98, 3879–3883.

Markwardt, F. C., Jr. (1998). Peabody individual achievement test—Revised. Circle Pines,
MN: American Guidance Service.

McClelland, J. L., & Elman, J. L. (1986). The TRACE model of speech perception. Cognitive
Psychology, 18, 1–86.

McClelland, J. L., & Rumelhart, D. E. (1981). An interactive activation model of context ef-
fects in letter perception: Part 1. An account of basic findings. Psychological Review,
88, 375–407.

Mirman, D., & Magnuson, J. S. (2009). Dynamics of activation of semantically similar con-
cepts during spoken word recognition. Memory & Cognition, 37, 1026–1039.

Mishra, R. K., Singh, N., Pandey, A., & Huettig, F. (2012). Spoken language-mediated antic-
ipatory eye movements are modulated by reading ability: Evidence from Indian low
and high literates. Journal of Eye Movement Research, 5(1), 1–10.

Misyak, J. B., Christiansen, M. H., & Tomblin, B. J. (2010). Sequential expectations: The role
of prediction-based learning in language. Topics in Cognitive Science, 2(1), 138–153.

Nation, K., Marshall, C. M., & Altmann, G. (2003). Investigating individual differences in
children's real-time sentence comprehension using language-mediated eye move-
ments. Journal of Experimental Child Psychology, 86(4), 314–329.

Norton, E. S., & Wolf, M. (2012). Rapid automatized naming (RAN) and reading fluency:
Implications for understanding and treatment of reading disabilities. Annual Review
of Psychology, 63, 427–452.

Perfetti, C. A., & Hart, L. (2002). The lexical quality hypothesis. In L. Verhoeven, C. Elbro, &
P. Reitsma (Eds.), Precursors of functional literacy. 11. (pp. 67–86). Amsterdam: John
Benjamins.

Pickering, M. J., & Garrod, S. (2013). An integrated theory of language production and
comprehension. Behavioral and Brain Sciences, 36(04), 329–347.

Pickering, M. J., & Garrod, S. (2014). Self-, other-, and joint monitoring using forward
models. Frontiers in Human Neuroscience, 8, 132.

Protopapas, A., Sideridis, G. D., Mouzaki, A., & Simos, P. G. (2007). Development of lexical
mediation in the relation between reading comprehension and word reading skills in
Greek. Scientific Studies of Reading, 11(3), 165–197.
Protopapas, A., Simos, P. G., Sideridis, G. D., & Mouzaki, A. (2012). The components of the
simple view of reading: A confirmatory factor analysis. Reading Psychology, 33(3),
217–240.

Rayner, K., & Well, A. D. (1996). Effects of contextual constraint on eye movements in
reading: A further examination. Psychonomic Bulletin & Review, 3(4), 504–509.

Scarborough, H. S. (1998). Predicting the future achievement of second graders with
reading disabilities: Contributions of phonemic awareness, verbal memory, rapid
naming, and IQ. Annals of Dyslexia, 48(1), 115–136.

Schwanenflugel, P. J., Meisinger, E. B., Wisenbaker, J. M., Kuhn, M. R., Strauss, G. P., &
Morris, R. D. (2006). Becoming a fluent and automatic reader in the early elementary
school years. Reading Research Quarterly, 41(4), 496–522.

Shankweiler, D. P., Mencl, W. E., Braze, D., Tabor, W., Pugh, K. R., & Fulbright, R. K. (2008).
Reading differences and brain: Cortical integration of speech and print in sentence
processing varies with reader skill. Developmental Neuropsychology, 33(6), 745–776.

Smith, N. J., & Levy, R. (2013). The effect of word predictability on reading time is logarith-
mic. Cognition, 128(3), 302–319.

Swinney, D. A. (1979). Lexical access during sentence comprehension: (Re)consideration
of context effects. Journal of Verbal Learning and Verbal Behavior, 18(6), 645–659.

Tabor, W., & Hutchins, S. (2004). Evidence for self-organized sentence processing: Dig-
ging in effects. Journal of Experimental Psychology: Learning, Memory, and Cognition,
30(2), 431–450.

Tabor, W., Galantucci, B., & Richardson, D. (2004). Effects of merely local syntactic coher-
ence on sentence processing. Journal of Memory and Language, 50(4), 355–370.

Tanenhaus, M. K., Spivey-Knowlton, M., Eberhard, K., & Sedivy, J. (1995). Integration of vi-
sual and linguistic information in spoken language comprehension. Science, 268,
1632–1634.

Tilstra, J., McMaster, K., Van den Broek, P., Kendeou, P., & Rapp, D. (2009). Simple but com-
plex: Components of the simple view of reading across grade levels. Journal of
Research in Reading, 32(4), 383–401.

Torgesen, J. K., Wagner, R. K., & Rashotte, C. A. (1999). Test of word reading efficiency. Aus-
tin, TX: Pro-Ed.

Traxler, M. J. (2014). Trends in syntactic parsing: Anticipation, Bayesian estimation, and
good-enough parsing. Trends in Cognitive Sciences, 18(11), 605–611.

Tunmer, W. E., & Chapman, J. W. (2012). The simple view of reading redux: Vocabulary
knowledge and the independent components hypothesis. Journal of Learning
Disabilities, 45(5), 453–466.

Van Dyke, J. A. (2007). Interference effects from grammatically unavailable constituents
during sentence processing. Journal of Experimental Psychology: Learning, Memory,
and Cognition, 33(2), 407.

Van Dyke, J. A., & Lewis, R. L. (2003). Distinguishing effects of structure and decay on at-
tachment and repair: A cue-based parsing account of recovery frommisanalyzed am-
biguities. Journal of Memory and Language, 49(3), 285–316.

Van Dyke, J. A., & McElree, B. (2006). Retrieval interference in sentence comprehension.
Journal of Memory and Language, 55(2), 157–166.

Van Dyke, J. A., & McElree, B. (2011). Cue-dependent interference in comprehension.
Journal of Memory and Language, 65(3), 247–263.

Van Dyke, J. A., Johns, C. L., & Kukona, A. (2014). Low working memory capacity is only
spuriously related to poor reading comprehension. Cognition, 131, 373–403.

Wagner, R., Torgesen, J., & Rashotte, C. A. (1999). Comprehensive test of phonological pro-
cessing. Austin, TX: Pro-Ed.

Wechsler, D. (1999). WASI: Wechsler Abbreviated Scale of Intelligence. San Antonio, TX:
Psychological Corp.

Wiederholt, J. L., & Bryant, B. R. (2001). Gray oral reading test-4 (GORT-4). Austin, TX: Pro-Ed.
Woodcock, R. W., McGrew, K. S., & Mather, N. (2001). Woodcock-Johnson III tests of

achievement. Itasca, IL: Riverside.

http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0200
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0200
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0200
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0205
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0205
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0205
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0210
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0215
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0215
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0220
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0220
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0225
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0225
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0225
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0225
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0230
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0230
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0230
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0235
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0235
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0235
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0240
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0240
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0240
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0245
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0245
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0250
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0250
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0255
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0255
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0255
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0260
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0260
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0265
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0265
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0265
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0270
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0270
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0275
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0275
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0275
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0280
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0280
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0280
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0285
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0285
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0285
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0290
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0290
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0295
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0295
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0300
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0300
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0300
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0305
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0305
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0305
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0310
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0310
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0315
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0315
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0315
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0320
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0320
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0330
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0330
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0335
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0335
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0340
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0340
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0345
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0345
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0345
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0350
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0350
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0355
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0355
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0355
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0360
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0360
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0360
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0365
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0365
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0370
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0370
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0375
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0375
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0375
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0380
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0380
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0380
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0385
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0385
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0385
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0390
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0390
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0395
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0395
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0400
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0400
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0405
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0405
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0410
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0410
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0415
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0425
http://refhub.elsevier.com/S0001-6918(16)30229-3/rf0425

	The real-�time prediction and inhibition of linguistic outcomes: Effects of language and literacy skill
	1. Introduction
	2. Experiment
	2.1. Method
	2.1.1. Participants
	2.1.2. Materials
	2.1.3. Procedure
	2.1.4. Individual difference measures

	2.2. Results
	2.2.1. Descriptive summary of individual difference measures
	2.2.2. Composite measures
	2.2.3. Eye movement analyses
	2.2.4. Single predictor models
	2.2.5. Multiple predictor models


	3. General discussion
	3.1. Activation of predictable outcomes
	3.2. Inhibition of implausible competitors
	3.3. Self-organization

	Acknowledgements
	Appendix A
	Appendix B
	References


